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Figure 1: Simultaneous color holograms captured in experiment. Traditionally, color holograms are illuminated sequentially
with a unique spatial light modulator (SLM) pattern for each color channel. In this work we outline a flexible framework that
enables the use of a single SLM pattern for red-green-blue (RGB) holograms using simultaneous RGB illumination. We validate
this framework experimentally on a simple and compact optical setup.

ABSTRACT
Computer generated holography has long been touted as the future
of augmented and virtual reality (AR/VR) displays, but has yet to
be realized in practice. Previous high-quality, color holographic
displays have made either a 3× sacrifice on frame rate by using a
sequential color illumination scheme or used more than one spatial
light modulator (SLM) and/or bulky, complex optical setups. The
reduced frame rate of sequential color introduces distracting judder
and color fringing in the presence of head motion while the form
factor of current simultaneous color systems is incompatible with
a head-mounted display. In this work, we propose a framework
for simultaneous color holography that allows the use of the full
SLM frame rate while maintaining a compact and simple optical
setup. Simultaneous color holograms are optimized through the
use of a perceptual loss function, a physics-based neural network
wavefront propagator, and a camera-calibrated forward model. We
measurably improve hologram quality compared to other simulta-
neous color methods and move one step closer to the realization of
color holographic displays for AR/VR.
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1 INTRODUCTION
Holographic displays are a promising technology for augmented
and virtual reality (AR/VR). Such displays use a spatial light modu-
lator (SLM) to shape an incoming coherent wavefront so that it ap-
pears as though the wavefront came from a real, three-dimensional
(3D) object. The resulting image can have natural defocus cues,
providing a path to resolve the vergance-accommodation conflict
of stereoscopic displays [Kim et al. 2022b]. Additionally, the fine-
grain control offered by holography can also correct for optical
aberrations, provide custom eyeglass prescription correction in
software, and enable compact form-factors [Maimone et al. 2017],
while improving light efficiency compared to traditional LCD or
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OLED displays [Yin et al. 2022]. Recent publications have demon-
strated significant improvement in hologram image quality [Choi
et al. 2021a; Maimone et al. 2017; Peng et al. 2020] and computation
time [Eybposh et al. 2020; Shi et al. 2021], but color holography for
AR/VR has remained an open problem.

Traditionally, red-green-blue (RGB) holograms are created through
field sequential color, where a separate hologram is computed for
each of the three wavelengths; these are displayed in sequence
and synchronized with the color of the illumination source. Due
to persistence of vision, this appears as a single full color image if
the update is sufficiently fast, enabling color holography for static
displays. However, in a head-mounted AR/VR system displaying
world-locked content, frame rate requirements are higher to pre-
vent noticeable judder [Van Waveren 2016]. In fact, all modern VR
displays are “low persistance” meaning the image content is only
displayed for a fraction of the frame time (usually about 10%) and
no content is shown during the rest of the frame [Zielinski et al.
2015]. This is usually achieved by strobing the illumination, but
if one wished to display three sequential color frames all within a
10% persistence time, it would require the display to update 30×
faster than the effective frame rate. Without low persistence, field
sequential color leads to strong color fringing (visible spatial sepa-
ration of the colors) particularly when the user rotates their head
while tracking a fixed object with their eyes [Riecke et al. 2006].

Low frame rate displays exacerbate these artifacts, and the most
common SLM technology for holography, liquid-crystal-on-silicon
(LCoS), is quite slow due to the physical response time of the liquid
crystal (LC) layer [Zhang et al. 2014]. Although most commer-
cial LCoS SLMs can be driven at 60 Hz, at that speed the SLM
will have residual artifacts from the prior frames [Haist and Osten
2015]. High speed SLMs based on micro-electro-mechanical sys-
tem (MEMS) [Choi et al. 2022; Duerr et al. 2021] or dual-frequency
LCoS [Serati et al. 2003] are becoming more widely available, but
even with these devices, simultaneous color is desirable since it
eliminates color fringing, enables low persistence, and frees tem-
poral bandwidth for other uses, such as increasing the effective
etendue by scanning the field of view or eyebox position [Lee et al.
2020].

In this work, we aim to display RGB holograms using only a
single SLM pattern, enabling a 3× increase in frame rate compared
to sequential color and completely removing color fringing artifacts.
Our compact setup does not use a physical filter in the Fourier plane
or bulky optics to combine color channels. Instead, the full SLM
is simultaneously illuminated by an on-axis RGB source, and we
optimize the SLM pattern to form the full color image. We design a
flexible framework for end-to-end optimization of the digital SLM
input from the target RGB intensity, allowing us to optimize for
SLMs with extended phase range, and we develop a color-specific
perceptual loss function which further improves color fidelity. Our
method is validated experimentally on 2D and 3D content.

Specifically, we make the following contributions:

• We introduce a novel algorithm for generating simultaneous
color holograms which takes advantage of the extended
phase range of the SLM in an end-to-end manner and uses a
new loss function based on human color perception.

• We analyze the “depth replicas” artifact in simultaneous
color holography and demonstrate how these replicas can
be mitigated with extended phase range.

• We demonstrate experimental simultaneous color holograms
in both 2D and 3D using a custom camera-calibrated model.

2 RELATEDWORKS
Field Sequential Color. The vast majority of color holographic

displays use field sequential color in which the SLM is sequentially
illuminated by red, green, and blue sources while the SLM pattern
is updated accordingly [Chakravarthula et al. 2022, 2019, 2020; Choi
et al. 2021a,b; Jang et al. 2018; Li et al. 2016; Maimone et al. 2017;
Peng et al. 2021, 2020; Shi et al. 2021; Yang et al. 2022]. Field sequen-
tial color is effective at producing full color holograms but reduces
frame rate by a factor of 3× and creates color fringing artifacts in
the presence of head motion. These limitations are not alleviated
by recent work where the color of each sub-frame is manipulated
to increase peak brightness [Kavaklı et al. 2023], and they present
a particular challenge for LCoS SLMs where refresh rate is severely
limited by the LC response time [Zhang et al. 2014]. Although,
SLMs based on MEMS technology can run at high frame rates in
the kilohertz range [Duerr et al. 2021], so far these modulators are
maximum 4-bit displays, with most being binary [Choi et al. 2022;
Kim et al. 2022b; Lee et al. 2022]. Even with emerging 8-bit high
frame rate modulators [Serati et al. 2003], it may be worthwhile to
maintain the full temporal bandwidth, since the extra bandwidth
can be used to address other holography limitations. For example,
speckle can be reduced through temporal averaging [Choi et al.
2022; Kim et al. 2022b; Lee et al. 2022], and limited etendue can
be mitigated through pupil scanning [Jang et al. 2018; Kim et al.
2022a].

Spatial Multiplexing. An alternate approach is spatial multiplex-
ing, which maintains the native SLM frame rate by using different
regions of the SLM for each color. Most prior works in this area
use three separate SLMs and an array of optics to combine the
wavefronts [Nakayama et al. 2010; Shiraki et al. 2009; Yaraş et al.
2009]. Although this method produces high quality holograms, the
resulting systems are bulky, expensive, and require precise align-
ment, making them poorly suited for near-eye displays. Spatial
multiplexing can also be implemented with a single SLM split into
sub-regions [Makowski et al. 2011, 2009]; while less expensive,
this approach still requires bulky combining optics and sacrifices
space-bandwidth product (SBP), also known as etendue. Etendue is
already a limiting factor in holographic displays [Kuo et al. 2020],
and further reduction limits the range of viewing angles or display
field-of-view.

Frequency Multiplexing. Rather than split the physical extent of
the SLM into regions, frequency multiplexing assigns each color
a different region in the frequency domain, and the colors are
separated with a physical color filter at the Fourier plane of a 4𝑓
system [Lin et al. 2019; Lin and Kim 2017; Makowski et al. 2010]. A
variation on this idea uses different angles of illumination for each
color so that the physical filter in Fourier space is not color-specific
[Xue et al. 2014]. Frequency multiplexing can also be implemented
with white light illumination, which reduces speckle noise at the
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Figure 2: Hologram optimization framework. This figure illustrates the three key components of the simultaneous color
optimization framework: an SLM model, a propagation model, and a perceptual loss function. The SLM model maps voltage
values to a complex field using a learned cross-talk kernel and a linear lookup table. The complex wavefront from the SLM
is then propagated to the sensor plane using a modified version of the model proposed by Gopakumar et al. [2021], which
separates the zeroth and first diffraction orders and combines them through a U-Net. The output is then fed into the perceptual
loss function, and gradients are calculated using PyTorch’s autograd implementation. The SLM voltages are then updated using
these gradients. Rubik’s cube source image by Iwan Gabovitch (CC BY 2.0).

cost of resolution [Kozacki and Chlipala 2016; Yang et al. 2019].
However, all of these techniques involve filtering in Fourier space,
which sacrifices system etendue and requires a bulky 4𝑓 system.

Depth Division and Bit Division for Simultaneous Color. The prior
methods most closely related to our work also use simultaneous
RGB illumination over the SLM, maintain the full SLM etendue, and
don’t require a bulky 4𝑓 system [Pi et al. 2022]. We refer to the first
method as depth division multiplexing which takes advantage of the
ambiguity between color and propagation distance (explained in
detail in Sec. 3.1) and assigns each color a different depth [Makowski
et al. 2010, 2008]. After optimizing with a single color for the correct
multiplane image, the authors show they can form a full color 2D
hologram when illuminating in RGB. However, this approach does
not account for wavelength dependence of the SLM response, and
since it explicitly defines content at multiple planes, it translates
poorly to 3D.

Another similar approach is bit divisionmultiplexing, which takes
advantage of the extended phase range of LCoS SLMs [Jesacher
et al. 2014]. The authors calibrate an SLM lookup-table consisting
of phase-value triplets (for RGB) as a function of digital SLM input,
and they note that SLMs with extended phase range (up to 10𝜋 ) can
create substantial diversity in the calibrated phase triplets. After
pre-optimizing a phase pattern for each color separately, the lookup-
table is used on a per-pixel basis to find the digital input that best
matches the desired phase for all colors. In our approach, we also
use an extended SLM phase range for the same reason, but rather
than using a two-step process, we directly optimize the output
hologram. This flexible framework also allows us to incorporate a
perceptual loss function to further improve perceived image quality.

Algorithms for Hologram Generation. Our work builds on a body
of literature applying iterative optimization algorithms to holo-
graphic displays. Perhaps most popular is the Gerchberg-Saxton

(GS) method [Gerchberg 1972], which is effective and easy to imple-
ment, but does not have an explicitly defined loss function, making
it challenging to adapt to specific applications. Zhang et al. [2017]
and Chakravarthula et al. [2019] were the first to explicitly formu-
late the hologram generation problem in an optimization frame-
work. This framework has been very powerful, enabling custom
loss functions [Choi et al. 2022] and flexible adaptation to new
optical configurations [Choi et al. 2021b; Gopakumar et al. 2021].
In particular, perceptual loss functions can improve the perceived
image by taking aspects of human vision into account, such as
human visual acuity [Kuo et al. 2020], foveated vision [Walton et al.
2022], and sensitivity to spatial frequencies during accommodation
[Kim et al. 2022b]. Like these prior works, we use an optimization-
based framework which we adapt to account for the wavelength
dependence of the SLM; this also enables our new perceptual loss
function for color, which is based on visual acuity difference be-
tween chrominance and luminance channels.

Camera-Calibration of Holographic Displays. Mismatch between
the computational model and physical system creates artifacts in
experimental holograms. Recently, several papers have addressed
this issue using measurements from a camera in the system for
calibration. These approaches use pairs of SLM patterns and camera
captures to estimate the learnable parameters in a model, which is
then used for offline hologram generation. Learnable parameters
can be physically-based [Chakrabarti 2016; Kavaklı et al. 2022; Peng
et al. 2020], black box CNNs [Choi et al. 2021a], or a combination of
both [Choi et al. 2022]. The choice of learnable parameters effects
the ability of the model to match the physical system; we introduce
a new parameter for modeling SLM cross talk and tailor the CNN
architecture for higher diffraction orders from the SLM.
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3 SIMULTANEOUS COLOR HOLOGRAPHY
A holographic image is created by a spatially coherent illumination
source incident on an SLM. The SLM imparts a phase delay on the
electric field; after light propagates some distance, the intensity
of the electric field forms an image. Our goal in this work is to
compute a single SLM pattern that simultaneously creates an RGB
hologram. For instance, when the SLM is illuminated with a red
source, the SLM forms a hologram of the red channel of an image;
with a green source the same SLM pattern forms the green channel;
and with the blue source it creates the blue channel.

We propose a flexible optimization-based framework (Fig. 2) for
generating simultaneous color holograms. We start with a generic
model for estimating the hologram from the digital SLM pattern, 𝑠 ,
as a function of illumination wavelength, 𝜆:

𝑔𝜆 = 𝑒𝑖𝜙𝜆 (𝑠 ) (1)

𝐼𝑧,𝜆 =
��𝑓prop (𝑔𝜆, 𝑧, 𝜆)��2 . (2)

Here, 𝜙𝜆 is a wavelength-dependent function that converts the 8 bit
digital SLM pattern to a phase delay, 𝑔𝜆 is the electric field coming
off the SLM, 𝑓prop represents propagation of the electric field, and
𝐼𝑧,𝜆 is the intensity a distance 𝑧 from the SLM.

To calculate the SLM pattern, 𝑠 , we can solve the following opti-
mization problem

argmin
𝑠

∑︁
𝑧

L
(
𝐼𝑧,𝜆𝑟 , 𝐼𝑧,𝜆𝑟

)
+ L

(
𝐼𝑧,𝜆𝑔 , 𝐼𝑧,𝜆𝑔

)
+ L

(
𝐼𝑧,𝜆𝑏 , 𝐼𝑧,𝜆𝑏

)
, (3)

where 𝐼 is the target image, L is a pixel-wise loss function such
as mean-square error, and 𝜆𝑟 , 𝜆𝑔, 𝜆𝑏 are the wavelengths corre-
sponding to red, green, and blue respectively. Since the model is
differentiable, we solve Eq. 3 with gradient descent.

3.1 Color-Depth Ambiguity
A common model for propagating electric fields is Fresnel propa-
gation1 [Goodman 2005], which can be written in Fourier space
as

𝑓fresnel (𝑔, 𝑧, 𝜆) = F −1 {F {𝑔} · 𝐻 (𝑧, 𝜆)} (4)

𝐻 (𝑧, 𝜆) = exp
(
𝑖𝜋𝜆𝑧

(
𝑓 2𝑥 + 𝑓 2𝑦

))
(5)

where F is a 2D Fourier transform, 𝐻 is the Fresnel propagation
kernel, and 𝑓𝑥 , 𝑓𝑦 are the spatial frequency coordinates. In Eq. 5,
note that 𝜆 and 𝑧 appear together, creating an ambiguity between
wavelength and propagation distance.

To see how this ambiguity affects color holograms, consider the
case where 𝜙𝜆 in Eq. 1 is independent of wavelength (𝜙𝜆 = 𝜙). For
example, this would be the case if the SLM had a linear phase range
from 0 to 2𝜋 at every wavelength. Although this is unrealistic for
most off-the-shelf SLMs, it is a useful thought experiment. Note
that if 𝜙 is wavelength-independent, then so is the electric field off
the SLM (𝑔𝜆 = 𝑔). In this scenario, assuming 𝑓prop = 𝑓frensel, the
Frensel kernel is the only part of the model affected by wavelength.

1Fresnel propagation is the paraxial approximation to the popular angular spectrum
method (ASM). Since most commercials SLMs have pixel pitch greater than 3 µm,
resulting in a maximum diffraction angle under 5◦ (well within the small angle ap-
proximation), Fresnel and ASM are almost identical for holography.
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Figure 3: Extended phase range reduces depth replicas in
simulation. (A) Using an SLM with a uniform 2𝜋 phase range
across all channels leads to strong depth replicas (top row),
which reduce image quality at the target plane compared to
the target (bottom row) and add in-fcous content at depths
that should be defocused. By using the extended phase Holo-
eye Pluto-2.1-Vis-016 SLM (with Red: 2.4𝜋 , Green: 5.9𝜋 , Blue:
7.4𝜋 phase ranges), depth replicas are significantly reduced
(middle row), improving the quality of target plane holo-
grams and creating defocused content at other depths. (B)
The illumination schematic illustrates the positions of the
replicate planes and target plane. See Supplement for the
three-color version of this figure. Rubik’s cube source image
by Iwan Gabovitch (CC BY 2.0).

Now assume that the SLM forms an image at distance 𝑧0 under
red illumination. From the ambiguity in the Frensel kernel, we have
the following equivalence:

𝐻 (𝑧0, 𝜆𝑟 ) = 𝐻

(
𝜆𝑔

𝜆𝑟
𝑧0, 𝜆𝑔

)
= 𝐻

(
𝜆𝑏
𝜆𝑟
𝑧0, 𝜆𝑏

)
. (6)

This means the same image formed in red at 𝑧0 will also appear
at 𝑧 = 𝑧0𝜆𝑔/𝜆𝑟 when the SLM is illuminated with green and at
𝑧 = 𝑧0𝜆𝑏/𝜆𝑟 when the SLM is illuminated with blue. We refer to
these additional copies as “depth replicas,” and this phenomena
is depicted in Fig. 3. Note that depth replicas do not appear in
sequential color holography since the SLM pattern optimized for
red is never illuminated with the other wavelengths.

If we only care about the hologram at the target plane 𝑧0, then
the depth replicas are not an issue. In fact, we can take advantage of
the situation for hologram generation: The SLM pattern for an RGB
hologram at 𝑧0 is equivalent to the pattern that generates a three-
plane red hologram where the RGB channels of the target are each
at a different depth (𝑧0, 𝑧0𝜆𝑟 /𝜆𝑔 , and 𝑧0𝜆𝑟 /𝜆𝑏 for RGB respectively).
This is the basis of the depth division multiplexing approach of
Makowski et al. [2010, 2008], where the authors optimize for this
three-plane hologram in red, then illuminate in RGB. Although this
makes the assumption that 𝜙 does not depend on 𝜆, this connection
between simultaneous color and multi-plane holography suggests
simultaneous color should be possible for a single plane, since
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multi-plane holography has been successfully demonstrated in
prior work.

However, the ultimate goal of holography is to create 3D im-
agery, and the depth replicas could prevent us from placing content
arbitrarily over the 3D volume. In addition, in-focus images can
appear at depths that should be out-of-focus, which may prevent
the hologram from successfully driving accommodation [Kim et al.
2022b]. We propose taking advantage of SLMs with extended phase
range to mitigate the effects of depth replicas.

3.2 SLM Extended Phase Range
In general, the phase 𝜙𝜆 of the light depends on its wavelength,
which was not considered in Sec. 3.1. Perhaps the most popular
SLM technology today is LCoS, in which rotation of birefringent
LC molecules causes a change in refractive index. The phase of
light traveling through the LC layer is delayed by

𝜙𝜆 =
2𝜋𝑑
𝜆

𝑛(𝑠, 𝜆), (7)

where 𝑑 is the thickness of the LC layer, and its refractive index,
𝑛, is controlled with the digital input 𝑠 . 𝑛 also depends on 𝜆 due to
dispersion [Jesacher et al. 2014].

The wavelength dependence of 𝜙𝜆 presents an opportunity to
reduce or remove the depth replicas. Even if the propagation kernel
𝐻 is the same for several (𝜆, 𝑧) pairs, if the phase, and therefore
the electric field off the SLM, changes with 𝜆, then the output
image intensity at the replica plane will also be different. As the
wavelength-dependence of 𝜙𝜆 increases, the replicas are dimin-
ished.

We can quantify the degree of dependence on 𝜆 by looking at
the derivative 𝑑𝜙/𝑑𝜆 which informs us that larger 𝑛 will give 𝜆

more influence on the SLM phase. However, the final image inten-
sity depends only on relative phase, not absolute phase; therefore,
for the output image to have a stronger dependence on 𝜆, we de-
sire larger Δ𝑛 = 𝑛max − 𝑛min. In addition, 𝑑𝜙/𝑑𝜆 increases with
−𝑑𝑛/𝑑𝜆, suggesting that more dispersion is helpful for simultane-
ous color. Although 𝑑𝜙/𝑑𝜆 also depends on the absolute value of 𝜆,
we have minimal control over this parameter since there are limited
wavelengths corresponding to RGB. In summary, this means we
can reduce depth replicas in simultaneous color with larger phase
range on the SLM and higher dispersion.

However, there is a trade-off: As the range of phase increases,
the limitations of the bit depth of the SLM become more noticeable,
leading to increased quantization errors. We simulate the effect of
quantization on hologram quality and find that PSNR and SSIM
are almost constant for 6 bits and above (see Supplement). This
suggests that each 2𝜋 range should have at least 6 bits of granularity.
Therefore, we think that using a phase range of around 8𝜋 for an
8-bit SLM will be the best balance between replica reduction and
maintaining accuracy for hologram generation. Figure 3 simulates
the effect of extended phase range on depth replica removal. While
holograms were calculated on RGB images, only two color channels
are shown for simplicity (see Supplement for full color version).

In the first row of Fig. 3, we simulate an SLMwith no wavelength
dependence to 𝜙 (i.e. 0 - 2𝜋 phase range for each color). Conse-
quently, perfect copies appear at the replica planes. In the second
row, we simulate using the specifications from an extended phase

Filtered RGB Loss

Filtered Perceptual Loss

Original Target

Filtered Target
PSNR: 39.93
SSIM: 0.983

PSNR: 22.34
SSIM: 0.654

C D

BA

Figure 4: Perceptual loss improves color fidelity and reduces
noise in simulation. The first column of this figure depicts
simulated holograms optimized with an RGB loss function
(A) and our perceptual loss function (C). The same filters for
the perceptual loss function then were applied to both of
these simulated holograms as well as the target image. Image
metrics were calculated between the filtered holograms and
the filtered target image (D). All image metrics are better for
the perceptually optimized hologram (C). One should also
note that the filtered target (D) and original target (B) are
indistinguishable suggesting our perceptual loss function
only removes information imperceptible by the human vi-
sual system.

range SLM (Holoeye Pluto-2.1-Vis-016), which has 2.4𝜋 range in
red, 5.9𝜋 range in green, and 7.4𝜋 range in blue demonstrating that
replicas are substantially diminished with an extended phase range.
By reducing the depth replicas, the amount of high frequency out-
of-focus light at the sensor plane is reduced, leading to improved
hologram quality.

3.3 Perceptual Loss Function
Creating an RGB hologram with a single SLM pattern is an overde-
termined problem as there are 3× more output pixels than degrees
of freedom of the SLM. As a result, it may not be possible to exactly
match the full RGB image, which can result in color deviations
and de-saturation. To address this, we take advantage of color per-
ception in human vision. There’s evidence that the human visual
systems converts RGB images into a luminance channel (a grayscale
image) and two chrominance channels, which contain information
about the color [Wandell 1995]. The visual system is only sensitive
to high resolution features in the luminance channel, so the chromi-
nance channels can be lower resolution with minimal impact on
the perceived image [Wandell 1995]. This observation is used in
JPEG compression [Pennebaker and Mitchell 1992] and subpixel
rendering [Platt 2000], but to our knowledge, it has never been
applied to holographic displays. By allowing the unperceived high
frequency chrominance and extremely high frequency luminance
features to be unconstrained, we can better use the the degrees of
freedom on the SLM to faithfully represent the rest of the image.
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Our flexible optimization framework allows us to easily change
the RGB loss function in Eq. 3 to a perceptual loss. For each depth,
we transform the RGB intensities of both 𝐼 (the target image) and 𝐼
(the simulated hologram) into opponent color space as follows:

𝑂1 = 0.299 · 𝐼𝜆𝑟 + 0.587 · 𝐼𝜆𝑔 + 0.114 · 𝐼𝜆𝑏
𝑂2 = 𝐼𝜆𝑟 − 𝐼𝜆𝑔

𝑂3 = 𝐼𝜆𝑏 − 𝐼𝜆𝑟 − 𝐼𝜆𝑔

(8)

where 𝑂1 is the luminance channel, and 𝑂2, 𝑂3 are the red-green
and blue-yellow chrominance channels, respectively. We can then
update Eq. 3 to

argmin
𝑠

∑︁
𝑧

[
L

(
�̂�1 ∗ 𝑘1,𝑂1 ∗ 𝑘1

)
+ L

(
�̂�2 ∗ 𝑘2,𝑂2 ∗ 𝑘2

)
+

L
(
�̂�3 ∗ 𝑘3,𝑂3 ∗ 𝑘3

) ]
,

(9)

where ∗ represents a 2D convolution with a low pass filter (𝑘1 . . . 𝑘3)
for each channel in opponent color space . �̂�𝑖 and 𝑂𝑖 are the 𝑖-th
channel in opponent color space of 𝐼 and 𝐼 , respectively. In order to
mimic the contrast sensitivity functions of the human visual system,
we implement filters in the Fourier domain by applying a low-pass
filter of 45% of the width of Fourier space to the chrominance chan-
nels (𝑂2,𝑂3) and a filter of 75% of the width of Fourier space to the
luminance channel (𝑂1). In a systemwith a 36.6mm focal length eye
piece, these cutoffs correspond to 30 cycles/deg and 18 cycles/deg in
luminance and chrominance respectively, approximately matched
to human vision [Mullen 1985].

By de-prioritizing high frequencies in chrominance and extremely
high frequencies in luminance, the optimizer is able to better match
the low frequency color. This low frequency color is what is per-
ceivable by the human visual system. Figure 4 highlights the im-
provement provided by our perceptual loss function, comparing
perceptually filtered versions of simulated holograms generated
using an RGB loss function (Fig 4A) and our perceptual loss func-
tion (Fig 4B). The original unfiltered target image (Fig 4C) and the
perceptually filtered target image (Fig 4D) are nearly indistinguish-
able, indicating that our perceptual filter choices align well with the
human visual system. The PSNR and SSIM values are higher for the
perceptually optimized hologram (Fig. 4C), which is visually less
noisy with better color fidelity. This suggests that the loss function
has effectively shifted most of the error into imperceptible regions
of the opponent color space. We see an average PSNR increase of
6.4 dB and average increase of 0.266 in SSIM across a test set of 294
images.

3.4 Simulation Comparisons
We compare the performance of our method to the depth and bit
division approaches [Jesacher et al. 2014; Makowski et al. 2010],
which, like our method, use only a single SLM, make use of the
full SLM space-time-bandwidth, and contain no bulky optics or
filters (see Supplement for implementation details). The holograms
simulated with depth and bit division, shown in Fig. 5, are much
noisier and have lower color fidelity than our proposed method.
Depth division has the worst color fidelity due to to the replica
planes discussed in Sec. 3.1 contributing defocused light at the
target plane. Our approach directly optimizes the simultaneous
color hologram using our perceptual loss function, resulting in less

noise and better color fidelity compared to these other indirect
optimization approaches.

4 CAMERA-CALIBRATED MODEL
We’ve demonstrated that our algorithm can generate simultaneous
color holograms in simulation. However, experimental holograms
frequently do not match the quality of simulations due to mismatch
between the physical system and the model used in optimization
(Eqs. 1, 2). Therefore, to demonstrate simultaneous color experimen-
tally, we need to calibrate the model to the experimental system.

To do this, we design a model based on our understanding of
the system’s physics, but we include several learnable parameters
representing unknown elements. To fit the parameters, we capture
a dataset of SLM patterns and camera captures and use gradient
descent to estimate the learnable parameters based on the dataset.
Next we explain the model which is summarized in Fig. 2.

Lookup Table. A key element in our optimization is 𝜙𝜆 which
converts the digital SLM input into the phase coming off the SLM.
It’s important this function accurately matches the behavior of the
real SLM. Many commercial SLMs ship with a lookup-table (LUT)
describing 𝜙𝜆 ; however, this LUT is generally only calibrated at a
few discrete wavelengths. Consequently, we learn a LUT for each
color channel’s wavelength as part of the model. Based on a pre-
calibration of the LUT using the approach of Yang et al. [2015], we
observe the LUT is close to linear; we therefore parameterize the
LUT with a linear model to encourage physically realistic solutions.

SLM Crosstalk. SLMs are usually modeled as having a constant
phase over each pixel with sharp transitions at boundaries. How-
ever, in LCoS SLMs, elastic forces in the LC layer prevent sudden
spatial variations, and the electric field that drives the pixels changes
gradually over space. As a result, LCoS SLMs suffer from crosstalk,
also called field fringing, in which the phase is blurred [Apter et al.
2004; Moser et al. 2019; Persson et al. 2012]. We model crosstalk
with a convolution on the SLM phase. Combined with our linear
LUT described above, we can describe the phase off the SLM as

𝜙𝜆 (𝑠) = 𝑘xt ∗ (𝑎1 · 𝑠 + 𝑎2) (10)

where 𝑎1, 𝑎2 are the learn parameters of the LUT, and𝑘xt is a learned
5 × 5 convolution kernel representing crosstalk. Separate values of
these parameters are learned for each color channel.

Propagation with Higher Diffraction Orders. The discrete pixel
structure of the SLM creates higher diffraction orders that are not
modeled by ASM or Fresnel propagation. With the use of a 4𝑓
system, a physical aperture at the Fourier plane of the SLM can
be used to block higher orders. However, this adds significant size
to the optical system, reducing the practicality for head-mounted
displays. Therefore, we chose to avoid additional lenses after the
SLM and instead account for higher orders in the propagation
model.

We adapt the higher-order angular spectrum model (HOASM)
of Gopakumar et al. [2021]. The zero order diffraction, 𝐺0 (𝑓𝑥 , 𝑓𝑦),
and first order diffraction,𝐺1, patterns are propagated with ASM
to the plane of interest independently. Then the propagated fields
are stacked and passed into a U-net, which combines the zero and
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Depth DivisionBit Division Ours Target

Figure 5: Comparison of bit division, depth division and our method of simultaneous color holography in simulation. Bit
division (Col. 1) is noisier than our method (Col. 3) but achieves comparable color fidelity, although more washed out. The
depth division method (Col. 2) is also noisier than our method and has inferior color fidelity. Our method matches the target
image (Col. 4) well. Our method uses our perceptual loss function and a high order angular spectrum propagation model with
no learned components. Further implementation details for each method are available in the supplement.

first orders and returns the image intensity:

𝑓ASM (𝐺, 𝑧) = F −1 {𝐺 · 𝐻ASM (𝑧)} (11)
𝐼𝑧 = Unet (𝑓ASM (𝐺0, 𝑧), 𝑓ASM (𝐺1, 𝑧)) , (12)

where 𝐻ASM (𝑧) is the ASM kernel. The U-Net architecture is de-
tailed in the supplement; a separate U-net for each color is learned
from the data. The U-Net helps to address any unmodeled aspects
of the system that may affect the final hologram quality such as
source polarization, SLM curvature, and beam profiles, and the
U-net better models superposition of higher orders, allowing for
more accurate compensation in SLM pattern optimization.

5 IMPLEMENTATION
Experimental Setup. Our system starts with a fiber-coupled RGB

source (𝜆𝑟 = 636 nm, 𝜆𝑔 = 512 nm, 𝜆𝑏 = 453 nm), collimated with a
400mm lens. The beam is aligned using twomirrors, passes through
a linear polarizer and beamsplitter, reflects off the SLM (Holoeye-2.1-
Vis-016), and passes through the beamsplitter a second time before
directly hitting the color camera sensor with Bayer filter (FLIR
GS3-U3-123S6C). As seen in Fig. 9, there’s no 4𝑓 system between
the SLM and camera, which allows the setup to be compact, but
requires modeling of higher diffraction orders. The camera sensor is
on a linear motion stage, enabling a range of propagation distances
from 𝑧 = 80mm to 𝑧 = 130mm.

For our source, we use a superluminescent light emitting diode
(SLED, Exalos EXC250011-00) rather than a laser due to its lower
coherence, which has been demonstrated to reduce speckle in holo-
graphic displays [Deng and Chu 2017]. Although previous work
showed state-of-the-art image quality by modeling the larger band-
width of the SLED as a summation of coherent sources [Peng et al.
2021], we found the computational cost to be prohibitively high
for our application due to GPU memory constraints. We achieved
sufficient image quality while assuming a fully coherent model,
potentially due to the U-net which is capable of simulating the
additional blur we expect from a partially coherent source.

Our experimental system directly forms the hologram on a bare
sensor, but for a human-viewable system, an eyepiece is necessary
between the image plane and the user’s eye. See Supplement for
details on how the eyepiece effects the depth replicas.

Calibration Procedure. We learn parameters in our model (Eqs.
10 - 12) using a dataset captured on the experimental system. We
pre-calculate 882 SLM patterns from a personally collected dataset
of images using the ASM propagation model. Each SLM pattern
is captured in 10mm increments from 𝑧 = 90mm to 120mmThe
camera data is debayered and an affine transform is applied to align
the image with the SLM (see Supplement for details). Model fitting
is implemented in PyTorch using an L1 loss function between the
model output and camera capture. To account for the camera color
balance, we additionally learn a 3 × 3 color calibration matrix. We
train until convergence, which is typically reached in 2-3 days on
Nvidia A6000 GPU.

Hologram Generation. After training, we can generate holograms
by solving Eq. 9 using the trained model for 𝐼𝑧,𝜆 , implemented with
PyTorch’s native autodifferentiation. The SLM pattern, 𝑠 , is con-
strained to the range where the LUT is valid (for example, 0 - 255);
the values outside that range are wrapped after every optimization
step. On the Nvidia A6000 GPU, it takes about two minutes to opti-
mize a 2D hologram. Computation time for the optimization of a
3D hologram scales proportionally to the number of depth planes.

6 EXPERIMENTAL RESULTS
2-Dimensional Holograms. We validate our simulation results by

capturing holograms in experiment. For simultaneous color, the
SLM patterns were optimized for a propagation distance of 120mm
using our perceptual loss function described in Section 3.3. A white
border was added to each target image to improve the color fidelity
by encouraging a proper white balance. After each hologram is
captured, debayering is performed and a homography is applied to
map from camera space to SLM space.
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Figure 6 compares the simultaneous color capture using a single
frame (B) to sequential color using 3 frames (C). Unlike the simul-
taneous color version, which was captured in one shot with RGB
illumination, the sequential color was captured with only the red
light source (due to a failure of the green channel in the SLED),
and the correct color was assigned in software. Although the se-
quential captures are higher contrast than our simultaneous results,
we’d like to emphasize that our approach uses 3× fewer degrees of
freedom and can still produce full color images. In addition, the sim-
ulation output from our model (D) shows color fidelity on par with
the sequential capture; the difference between the simulation out-
put and experimental capture can be attributed to model mismatch.
This suggests improvements to the calibration pipeline could enable
experimental results with the quality of the simultaneous model.

3-Dimensional Holograms. A major appeal of holography is the
ability to solve the vergence-accommodation conflict, so we also val-
idate our method for 3D scenes. A 4-plane focal stack was rendered
with 0.5 pixels blur radius per millimeter depth. Holograms were
captured at distance from 90mm to 120mm in 10mm increments.
The results are displayed in Fig. 7, and once again pseudo-color se-
quential images (B), which use 3× the number of frames, are shown
for comparison. Although model mismatch creates some color shift
in the experimental captures (C), the simultaneous model output (D)
shows what the results could look like with improved calibration.
We note that 3D hologram generation is not as well-posed as 2D;
despite this, our results demonstrate the ability to form 3D color
holograms with natural defocus blur from a single SLM frame.

7 DISCUSSION
While our method improves hologram quality for simultaneous
illumination and is compatible with VR/AR displays, it does have
limitations. First, our method is not equally effective for all images.
Natural images with high levels of texture work best, as they have
similarly structured color channels and contain high frequency
color information that is perceptually suppressible by our loss func-
tion. Images with large flat areas may exhibit noticeable artifacts
due to the more difficult task of determining an SLM pattern that
produces 3 largely unique holograms (see Supplement Fig. S4).

SLMswith large phase range can be slower than their short phase
range counterparts. Although our SLM has 7.4𝜋 phase range in blue,
we show in the Supplement that we can achieve reasonable quality
with only a 4𝜋 range, opening the possibility for simultaneous color
with a wider variety of SLMs.

Calculating a single SLM pattern for a 2D image using an Nvidia
A6000 takes minutes with our method, inhibiting real-time displays.
Neural nets can generate SLM patterns in real-time while retaining
quality, suggesting a potential future solution for simultaneous
color holography [Eybposh et al. 2020; Shi et al. 2021; Yang et al.
2022].

In summary, we developed a framework for high-quality color
holograms using simultaneous RGB illumination in a compact setup,
featuring a camera-calibrated, differentiable model and custom loss
functions.
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Figure 6: Experimentally captured 2D holograms. For each target image (A), we show (B) the experimental capture with
sequential pseudo-color, (C) our experimental capture with full simultaneous color, and (D) the simulated model output
for simultaneous color. Recall that our simultaneous color results (C) use 3× fewer degrees of freedom than the sequential
capture (B). Although some color fidelity is lost in experiment (C), the simulated model output (D) shows good color quality,
demonstrating that accurate color is possible with our method and improvements to the calibration.
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Figure 7: Experimentally captured focal stack. This figure displays a focal stack, with the target shown in (A), captured
from 90mm to 120mm in 10mm increments. We compare (B) the sequential pseudo-color experimental capture with (C) the
experimental capture of the simultaneous full color hologram and (D) the simulated model output for simultaneous color.
Although model mismatch creates some deviations between the simultaneous capture (C) and the target (A), the simulated
model (D) is representative of the color fidelity we expect from our method with improvements to the system calibration.



Simultaneous Color Computer Generated Holography SA Conference Papers ’23, December 12–15, 2023, Sydney, NSW, Australia

ASM HOASM Learned

C
ap

tu
re

d
M

od
el

Ta
rg

et

Figure 8: Comparison of different propagation methods for suppressing higher diffraction orders. The first column shows the
results obtained using the traditional angular spectrum method (ASM) which doesn’t model higher diffraction orders. The
second column shows the results obtained using HOASM which reduces the visibility of higher orders but fails to completely
suppress them. The third column shows the results obtained using our proposed learned propagation method that includes a
U-net, which largely suppresses the higher diffraction orders and results in a hologram with the fewest artifacts, suggesting
the learned propagation model best matches the physical propagation.
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Figure 9: Experimental setup A top view of our system with labeled components and an approximate beam path drawn in
green is depicted in (A). A side-view of the system is provided by (B). Note that the hologram is formed directly on the bare
camera sensor with no lens or eyepiece between. This configuration allows us to validate our method, but for a human-viewable
system, an eyepiece must be added between the hologram plane and the user’s eye.
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